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Histograms:
A histogram is an excellent tool used in business to help analyze a collection of data. These four histograms are relatively small. Usually you will see more Bins with in the histograms. This will allow you a better analysis of the data. In Histogram A we can see a Bimodal shape to the histogram. This is because there are two peaks forming which gives us insight that the data is from two different systems, or two sources. When this occurs, these two sources are best individually analyzed. In Histogram B, we can see what looks to be the start of a skewed left graph. This histogram can also be called negatively skewed. Looking at Histogram C it seems that Bins are rather random. A random distribution will not follow any pattern for the data set and it will have several peaks where the sources of variation are combined together and we analyze it separately. In this type of distribution we can come across different classes. If there are no multiple sources of variations then we group the pattern, and find if there is any kind of useful information in that data. Lastly, in Histogram D we can see a positive skewing to the data. This is called skewed right. Here the values will be greater than zero. 
Scatter Plots:
When looking at scatter plots there are four areas to determine. Those are direction, form, strength, and outliers. Direction will give you detail about the positive or negative gradient of the data. The form of the scatter plot will tell us about the association of the data. The strength will tell us how the data is correlated. Lastly, the outliers are points that fall to the extreme edges of the scatter plot. This data can have a big influence on the correlation. These should be examined in ensure there’s no errors within the data. The first scatter plot for the given data is about Total Cost vs Month of Regression. We can see a slight negative gradient with linear association. There’s a moderate negative correlation with a couple of outliers. The second scatter plot is called Total Cost vs Units A of Regression. Here we can see a slight positive gradient with a linear association. There’s a moderate correlation with one or two outliers. The third scatter plat titled Total Cost vs Units B of Regression is very similar to the second set of data. We can see a positive linear association with the data. The fourth and fifth scatter plots, Units A vs Units B and Units A vs Units C are very similar as well. However they differ completely from what was seen in the first three data sets. Both of these have no association to the data with a weak or near zero correlation. The last scatter plot, Units B vs Units C is just like the fourth and fifth scatter plots. We are seeing no association and a near zero correlation. 
Relations Between Pairs of Variables:
Looking at the histograms and the scatter plots, there is some relation between the variables. That’s why we are seeing data sets with positive and negative linear correlation in the scatter plots, and why we are seeing positive and negative skewing in the histograms. 
Regression Equation:
A regression equation is used in business to find out what relationship, if any, exists between sets of data. If we were to draw a regression line, which is the “best fit” line for all the data, we would see some relationships within these data sets. I previously stated that there’s a positive linear correlation, and a negative linear correlation within two of the scatter plots. These are prime examples of how the regression line works. With a regression line a business is better equipped to make informed decisions based on the data that was provided and analyzed. 
R Square:
This is the relationship between the data and its benchmark returns for the business. Coefficient of determination is used in trend analysis. It is computed as a value between 0 (0 percent) and 1 (100 percent). The higher the value, the better the fit. If we were to put these data sets to a percentage, we would be able to help the key decision makers within the business make the best possible choice concerning Units A, B, and C. 
Adjusted R Square:
Adjusted R Square is a variation of R Square. However, adjusted R square allows for the degrees of freedom to be associated with the sums of the squares. Adjusted R square is generally considered to be a more accurate goodness-of-fit measure than R square.
Standard Error of the Estimate:
Standard error is a statistical term that measures the accuracy with which a sample represents a population. This will really help determine if the sample set used does in fact correlate with all the data. The idea is to have your sample set’s data be an accurate representation of the population data. 
Prediction of Future Months and Confidence in the Prediction:
With the scatter plot analysis being mostly with near zero correlation, I would request a larger sample set be used for these predictions. I don’t feel confident with what I’ve seen within these histograms and scatter plots to standby any prediction. 
